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#### Abstract

In this work, we propose and study an inertial Krasnosel'skiĭ-Mann iterative algorithm with step-size parameters involving nonexpansive mapping to find a solution of a fixed point problem of a nonexpansive mapping in the frame work of Hilbert spaces. Strong convergence of the new proposed algorithm is proved under some useful properties of a nonexpansive mapping and inequalities on real Hilbert spaces together with the appropriate conditions of scalar controls without relying on the concept of viscosity methods. For the applications, we employ the obtained results to find a zero point of some monotone inclusion problems and then apply to solve image restoration problems. For representing the advantage of the new algorithm, the signal to noise ratio (SNR) with various types of blurring operators and some numerical experiments are presented to compare and illustrate the behavior of the new algorithm with numerical results of some previous existing algorithms.


## 1. Introduction

Throughout this work, the notations $\mathbb{N}, \mathbb{R}, \mathbb{R}^{k}$ and $I$ stand for the set of all natural numbers, the set of all real numbers, the Euclidean space $\mathbb{R}^{k}(k \in \mathbb{N})$ and the identity mapping, respectively. Let $H$ be a real Hilbert space with its inner product $\langle\cdot, \cdot\rangle$ which induces its norm $\|\cdot\|=\sqrt{\langle\cdot, \cdot\rangle}$.

Let $H$ be a real Hilbert space and let $T$ be a mapping with domain $D(T)$ and range $R(T)$ in $H$ (i.e., $T: D(T)(\subseteq H) \rightarrow R(T)(\subseteq H)$ ). Then, the set of all fixed points of $T$ is denoted by $F(T):=\{u \in D(T): T u=u\}$. A mapping $T: D(T)(\subseteq H) \rightarrow R(T)(\subseteq H)$ is said to be:
(i) a Lipshitzian mapping if there exists a real constant $L \geq 0$ such that

$$
\|T u-T v\| \leq L\|u-v\|, \quad \forall u, v \in D(T)
$$

(ii) a strict pseudo-contractive mapping if there exists $\kappa \in(-\infty, 1)$ such that

$$
\begin{equation*}
\|T u-T v\|^{2} \leq\|u-v\|^{2}+\kappa\|(I-T) u-(I-T) v\|^{2}, \quad \forall u, v \in D(T) . \tag{1.1}
\end{equation*}
$$

In particular, it is well known that if $\kappa=-1$ in (1.1), then the mapping $T$ in (1.1) is said to be a firmly nonexpansive mapping and the equivalent form of this mapping can be written as $\|T u-T v\|^{2} \leq\langle u-v, T u-T v\rangle, \quad \forall u, v \in H$. If $\kappa=0$ in (1.1), then the mapping $T$ in (1.1) is said to be a nonexpasive mapping, that is, $\|T u-T v\| \leq\|u-v\|, \quad \forall u, v \in H$. Furthermore, if $\kappa$ is outside $(-\infty, 1)$ and $\kappa=1$, then $T$ is called a pseudo-contractive mapping, see [ $9,16,37$ ] for more details.

[^0]Image restoration is an interesting field of image processing which assists in the recovery of images that have been degraded by a variety of factors under varied conditions. The goal of image restoration mathematically is to retrieve the original image $x$ from a degraded image $y$. One can assume the below mathematical model that relates $x$ and $y$ as follows:

$$
y=\Gamma x+w
$$

where $\Gamma$ is the blur operator and $w$ is noise. To obtain the reconstructed image, one can solve the following least-squares problem, that is, $\min _{x \in \mathbb{R}^{k}}\left\{\frac{1}{2}\|\Gamma x-y\|_{2}^{2}+\tau \phi(x)\right\}$, where $\tau>0$ is the regularization parameter and $\phi(\cdot)$ is the regularization functional. A wellknown regularization functional that is used to remove noise in the restoration problem is the $l_{1}$ norm. The problem above can be written in the form of the following problem as:

$$
\begin{equation*}
\text { find } x \in \underset{x \in \mathbb{R}^{k}}{\arg \min }\left\{\frac{1}{2}\|\Gamma x-y\|_{2}^{2}+\tau\|x\|_{1}\right\} \tag{1.2}
\end{equation*}
$$

where $\|\cdot\|_{1}$ is the $l_{1}$ norm, $\|\cdot\|_{2}$ is the usual norm. Let $f, L: \mathbb{R}^{k} \rightarrow \mathbb{R}$ be defined by $f(x)=\tau\|x\|_{1}$ and $L(x)=\frac{1}{2}\|L x-y\|_{2}^{2}$, respectively. Then, solving (1.2) is equivalent to solve the following monotone inclusion problem:

$$
\begin{equation*}
\text { find } \hat{x} \in \mathbb{R}^{k} \text { such that } 0 \in(\Phi+\Pi) \hat{x} \tag{1.3}
\end{equation*}
$$

where $\Phi(x)=\partial f(x)=\{z \in H: f(y) \geq f(x)+\langle z, y-x\rangle, \quad \forall y \in H\}$ is the subdifferential of $f$ and $\Pi=\nabla L=\nabla\left(\frac{1}{2}\|\Gamma(\cdot)-y\|_{2}^{2}\right)=\Gamma^{*}(\Gamma(\cdot)-y)$ is the gradient of $L$ where $\Gamma^{*}$ is the transpose of $\Gamma$. Moreover, from (1.3) it can be observed that

$$
\hat{x} \in\left\{x \in \mathbb{R}^{k} \mid 0 \in(\Phi+\Pi) x\right\}=: \operatorname{zer}(\Phi+\Pi)
$$

where $\operatorname{zer}(\Phi+\Pi)$ is the set of all zeros of $\Phi+\Pi$. Furthermore, it can be seen from Section 4 that $\operatorname{zer}(\Phi+\Pi)=F(T)$ where $T$ is nonexpansive which in the form of $T:=J_{\eta \Phi} \circ(I-\eta \Pi)$ where $J_{\eta \Phi}$ is the resolvent operator of $\eta \Phi(\eta>0)$ (see Section 4 for more details). These show that image restoration problems, monotone inclusion problems and fixed point problems have a strong relationship among them.

Recall that if $C$ is a nonempty closed and convex subset of $H$, then for each $w \in H$ there is a unique $\hat{x} \in C$ such that $\|w-\hat{x}\|=\inf _{x \in C}\|w-x\|$. Then, the mapping $P_{C}: H \rightarrow C$ which is defined by $P_{C}(w)=\hat{x}$ for all $w \in H$ is said to be the metric projection (or the nearest point projection) of $H$ onto $C$, see $[6,33,34]$ for more details.

Fixed Point Problem: The fixed point problem for the mapping $T$, which is typically expressed by:

$$
\begin{equation*}
\text { find } x \in H \text { such that } x=T x \tag{1.4}
\end{equation*}
$$

The construction of fixed points for nonexpansive mappings is a significant topic within the field of nonexpansive mappings and has wide-ranging applications in various practical domains such as image restoration, image recovery, and signal processing (see, e.g. $[4,9,10,12,29])$. However, creating a tool to find a solution of (1.4) for a nonexpansive mapping $T$ in the form of a simple iterative algorithm such as Picard iteration [26], i.e. $x_{n+1}$. $=T x_{n}$ for all $n \in \mathbb{N} \cup\{0\}$ where $x_{0}$ is any arbitrary point in $H$ may fail to converge to a solution of (1.4). For example, if we let $T:[0,1] \rightarrow[0,1]$ defined by $T x=1-x$ for every $x \in[0,1]$ it is not hard to verify that $T$ is a nonexpansive mapping with $F(T)=\left\{\frac{1}{2}\right\}$ and if starting with $x_{0}=\frac{1}{3}$ then it generates $x_{1}=1-x_{0}=\frac{2}{3}$ and $x_{2}=1-x_{1}=\frac{1}{3}$ which goes on and on and then it produces an alternating sequence, that is, $\left(x_{n}\right)_{n \geq 0}=\left(\frac{1}{3}, \frac{2}{3}, \frac{1}{3}, \frac{2}{3}, \frac{1}{3}, \frac{2}{3}, \ldots\right)$ which is a sequence that does not converge to the
desired answer that is $\frac{1}{2}$. In order to overcome and solve problems which are disadvantages like this, the Krasnosel'skiĭ-Mann algorithm [20], which is widely recognized and significant for solving (1.4), was introduced in the following manner:

$$
\left\{\begin{array}{l}
x_{0} \in C  \tag{1.5}\\
x_{n+1}=\left(1-\alpha_{n}\right) x_{n}+\alpha_{n} T x_{n}, \quad \forall n \geq 0
\end{array}\right.
$$

where $\left(\alpha_{n}\right)_{n \geq 0}$ is some appropriate sequence chosen from [ 0,1 ]. Reich [31] proved that if $T$ in (1.5) is nonexpansive with a fixed point and $\left(\alpha_{n}\right)_{n \geq 0}$ in accordance with certain favorable conditions, then (1.5) converges weakly to a fixed point of $T$. Subsequently, Ishikawa [16] drew inspiration from Krasnosel'skiĭ-Mann's concepts and put forward the subsequent iterative approach for a Lipschitzian pseudo-contractive mapping $T$ in Hilbert spaces, as outlined below:

$$
\left\{\begin{array}{l}
x_{0} \in C  \tag{1.6}\\
y_{n}=\left(1-\alpha_{n}\right) x_{n}+\alpha_{n} T x_{n} \\
x_{n+1}=\left(1-\beta_{n}\right) x_{n}+\beta_{n} T y_{n}, \quad \forall n \geq 0
\end{array}\right.
$$

In specific circumstances involving appropriate choices of $C,\left(\alpha_{n}\right)_{n \geq 0}$ and $\left(\beta_{n}\right)_{n \geq 0}$, he successfully demonstrated that (1.6) converges strongly to a fixed point of $T$. In another way, Halpern [15] introduced a novel method for solving a fixed point problem (1.4) of a nonexpansive mapping $T$. This approach deviates not much from Krasnosel'ski-Mann's technique by requiring that one element of the vector remains unchanged, as follows:

$$
\left\{\begin{array}{l}
u, x_{0} \in C  \tag{1.7}\\
x_{n+1}=\left(1-\alpha_{n}\right) u+\alpha_{n} T x_{n}, \quad \forall n \geq 0
\end{array}\right.
$$

where $\left(\alpha_{n}\right)_{n \geq 0}$ is taken from [0,1]. He showed that (1.7) converges strongly to a fixed point of $T$ under some suitable conditions. Moudafi [21] later devised an improved iterative technique that ensures strong convergence, which subsequently became known as the viscosity approximation method. This approach was developed by merging the Halpern iterative method with the concept of contraction mapping. Subsequently, numerous scholars explored the idea of the viscosity approximation method and further developed it in various directions. For more comprehensive information, please refer to references [ $3,11,25,27,28,35$ ].

In 2009, Yao et al. [39] proposed a modified Krasnosel'skiĭ-Mann iterative algorithm for non-expansive mappings by employing some step-size parameters. They showed that the new algorithm converges strongly to a fixed point of a nonexpansive mapping in Hilbert spaces. Their algorithm was defined as follows:

$$
\left\{\begin{array}{l}
x_{0} \in H  \tag{1.8}\\
y_{n}=\left(1-\alpha_{n}\right) x_{n} \\
x_{n+1}=\left(1-\beta_{n}\right) y_{n}+\beta_{n} T y_{n}, \quad \forall n \geq 0
\end{array}\right.
$$

where $x_{0} \in H$ and $\left(\alpha_{n}\right)_{n \geq 0},\left(\beta_{n}\right)_{n \geq 0}$ are some appropriate sequences in $[0,1]$.
In 2019, Bot et al. [8] studied and improved (1.5) to achieve strong convergence to a fixed point of a nonexpansive mapping. Their method is the following procedure:

$$
\left\{\begin{array}{l}
x_{0} \in H  \tag{1.9}\\
x_{n+1}=\left(1-\lambda_{n}\right) \sigma_{n} x_{n}+\lambda_{n} T \sigma_{n} x_{n}, \quad \forall n \geq 0
\end{array}\right.
$$

when $\left(\lambda_{n}\right)_{n \geq 0}$ and $\left(\sigma_{n}\right)_{n \geq 0}$ are sequences chosen from $(0,1]$. Moreover, they proved under some suitable assumptions on $\left(\lambda_{n}\right)_{n \geq 0}$ and $\left(\sigma_{n}\right)_{n \geq 0}$ that the sequence generated by (1.9)
converges strongly to the fixed point $\hat{x}$ of $T$ which is the nearest point of zero, that is, $\hat{x}=P_{F(T)}(0)$.

In 1964, Polyak [30] put up a number of ideas to increase the convergence speed of iterative algorithms. These approaches involve adjustments to traditional iterative procedures, such as incorporating variable relaxation parameters and employing acceleration methods that utilize an inertial extrapolation term, that is, $\theta_{n}\left(x_{n}-x_{n-1}\right)$ where $\left(\theta_{n}\right)$ is a sequence that meets some suitable assumptions. After that, inertial extrapolation has garnered significant interest and been the subject of investigation by numerous researchers, see [1, 2, 4, 5, 7, 18, 22, 24, 23] for more details. In 2019, Shehu [32] introduced an algorithm that integrates the inertial technique, the Halpern method, and error components to find a solution for a fixed point of a nonexpansive mapping. Subsequently, Kitkuan et al. [17] applied the concept of inertial extrapolation terms to the viscosity approximation method for solving some monotone inclusion problems and then utilized their methods to address issues related to image restoration. Artsawang and Ungchittrakool [4] proposed and studied the inertial Mann-type iterative scheme, which was inspired by Bot et al. [8], for solving some fixed point problems of a nonexpansive mapping. They then applied it to address problems related to monotone inclusion and image restoration. Their procedure can be expressed as follows:

$$
(\mathbf{A U 2 0 2 0})\left\{\begin{array}{l}
x_{0}, x_{1} \in H \\
y_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right), \\
x_{n+1}=\sigma_{n} y_{n}+\alpha_{n}\left(T \sigma_{n} y_{n}-\sigma_{n} y_{n}\right)+\varepsilon_{n}, \quad \forall n \geq 1
\end{array}\right.
$$

where $\left(\theta_{n}\right)_{n \geq 1},\left(\alpha_{n}\right)_{n \geq 1},\left(\sigma_{n}\right)_{n \geq 1}$ are sequences chosen from $[0,1]$ which satisfy certain desirable properties.

Motivated by above research works in this direction, it inspired us to come up with the idea to propose the following iterative algorithm:

$$
\left(\text { Algorithm 1) } \left\{\begin{array}{l}
x_{0}, x_{1} \in H \\
y_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right) \\
z_{n}=\left(1-a_{n}\right) T y_{n} \\
x_{n+1}=\sigma_{n} z_{n}+b_{n}\left(T \sigma_{n} z_{n}-\sigma_{n} z_{n}\right)+\varepsilon_{n}, \quad \forall n \geq 1
\end{array}\right.\right.
$$

where $T: H \rightarrow H$ is nonexpansive, $\left(\theta_{n}\right)_{n \geq 1} \subseteq[0, \theta]$ with $\theta \in[0,1),\left(a_{n}\right)_{n \geq 1},\left(b_{n}\right)_{n \geq 1} \subseteq$ $[0,1),\left(\sigma_{n}\right)_{n \geq 1} \subseteq[0,1]$, and $\left(\varepsilon_{n}\right)_{n \geq 1} \subseteq H$ which correspond to certain favorable conditions. Moreover, we can show in Section 3 that the defined by Algorithm 1 above converges strongly to $\hat{x} \in F(T)$ which is the nearest point of zero, that is, $\hat{x}=P_{F(T)}(0)$.

Inclusion Problem of the Sum of Three Monotone Operators: The inclusion problem of the sum of three monotone operators can be stated by:
(IPSTMO) find $x \in H$ such that $0 \in \Phi x+\Psi x+\Pi x$
where $\Phi, \Psi: H \rightarrow 2^{H}$ and $\Pi: H \rightarrow H$ are some monotone operators (see Section 4 for more details).

In the part of applications by utilizing Algorithm 1, it is important to note that the considered nonexpansive mapping $T$ can be constructed by the three monotone operators $\Phi, \Psi, \Pi$. In addition, it was found that zer $(\Phi+\Psi+\Pi)=J_{\eta \Psi}(F(T))$, where zer $(\Phi+\Psi+\Pi)$ is the set of all zeros of $\Phi+\Psi+\Pi$ and $J_{\eta \Psi}$ is the resolvent operator of $\eta \Psi(\eta>0)$. With this direction, we can apply Algorithm 1 to solve IPSTMO (see Section 4 for more details).

Finally, to demonstrate the usefulness and numerical advantages of the newly invented tool in the form of Algorithm 1, we can create a new algorithm that is a product of Algorithm 1 to solve the image restoration problems. In addition, we can validate the efficacy
of our new algorithm by showcasing numerical results in different circumstances. These findings undeniably demonstrate that our algorithm surpasses its previous version, as indicated by the superior performance observed in the numerical analys is (see Section 5 for more details).

## 2. Preliminaries

In this section, some related and useful tools that play an important role in proving the main theorem in the framework of real Hilbert spaces are collected for use in the next section.

Lemma 2.1 ( $[33,34])$. Let $H$ be a real Hilbert space. Then, the following equality and inequality hold.
(1) $\|u+v\|^{2} \leq\|u\|^{2}+2\langle u+v, v\rangle, \quad \forall u, v \in H$;
(2) $\|\alpha u+(1-\alpha) v\|^{2}=\alpha\|u\|^{2}+(1-\alpha)\|v\|^{2}-\alpha(1-\alpha)\|u-v\|^{2}, \quad \forall \alpha \in \mathbb{R}$ and $u, v \in H$.

Lemma 2.2 ([38, Lemma 2.5], [19, Lemma 3.1]). Let $\left(c_{n}\right)_{n \geq 0},\left(\epsilon_{n}\right)_{n \geq 0} \subseteq[0,+\infty),\left(\rho_{n}\right)_{n \geq 0} \subseteq$ $[0,1]$ and $\left(\lambda_{n}\right)_{n \geq 0} \subseteq \mathbb{R}$ be sequences such that

$$
c_{n+1} \leq\left(1-\rho_{n}\right) c_{n}+\rho_{n} \lambda_{n}+\epsilon_{n}, \quad \forall n \geq 0
$$

Assume that $\sum_{n=0}^{\infty} \epsilon_{n}<+\infty$. Then, the statements below are true.
(1) If $\rho_{n} \lambda_{n} \leq k \rho_{n}$ (where $k \geq 0$ ), then $\left(c_{n}\right)_{n \geq 0}$ is bounded.
(2) If $\sum_{n=0}^{\infty} \rho_{n}=+\infty$ and $\limsup _{n \rightarrow \infty} \lambda_{n} \leq 0$, then $\lim _{n \rightarrow \infty} c_{n}=0$.

Proposition 2.1 ([14, Theorem 1.]). Let $T: H \rightarrow H$ be nonexpansive such that $F(T) \neq \varnothing$. Then, $F(T)$ is closed and convex.

Throughout this study, the symbols " $\rightarrow$ " and " $\Delta$ " stand for strong and weak convergence, respectively.
Lemma 2.3 (Demi-closed principle [6]). Let $T: H \rightarrow H$ be nonexpansive, $\left(u_{n}\right)_{n \geq 0} \subseteq H$. Then $I-T$ is demi-closed at 0 , that is, if $u_{n} \rightharpoonup u \in H$ as $n \rightarrow \infty$ and $\left\|u_{n}-T u_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$, then $(I-T) u=0$ or equivalently to say that $u \in F(T)$.

There are some nice characteristics of the metric projection that will be useful as a tool for proving the main theorem in the next section, which can be stated as follows:

Lemma $2.4([6,33,34])$. Let $C$ be a nonempty closed convex subset of $H$. Then for every $w \in H$ and $\hat{x} \in C$,

$$
\hat{x}=P_{C}(w) \text { if and only if }\langle w-\hat{x}, v-\hat{x}\rangle \leq 0, \quad \forall v \in C .
$$

## 3. Main results

In order to analyze the convergence of Algorithm 1 in this section, we present the control condition for the convergence of Algorithm 1 to the solution of the considered fixed point problem.
Condition 3.1. Let $\left(a_{n}\right)_{n \geq 0},\left(b_{n}\right)_{n \geq 0} \subseteq[0,1),\left(\sigma_{n}\right)_{n \geq 0} \subseteq[0,1]$, and $\left(\varepsilon_{n}\right)_{n \geq 0} \subseteq H$ satisfy the following conditions:
(1) $\sum_{n=0}^{+\infty} a_{n}<+\infty$.
(2) $\limsup _{n \rightarrow \infty} b_{n}<1$.
(3) $\sum_{n=1}^{+\infty}\left|b_{n}-b_{n-1}\right|<+\infty$.
(4) (a) $\lim _{n \rightarrow \infty} \sigma_{n}=1$.
(b) $\sum_{n=0}^{\infty}\left(1-\sigma_{n}\right)=+\infty$, and $\sum_{n=1}^{\infty}\left|\sigma_{n}-\sigma_{n-1}\right|<+\infty$.
(5) $\sum_{n=0}^{\infty}\left\|\varepsilon_{n}\right\|<+\infty$.

We can create some examples of simple sequences that satisfy the conditions in Condition 3.1 as follows:
Remark 3.1. Let $v \in H$. We set $a_{n}=\frac{1}{2^{n}}, b_{n}=\frac{1}{2}+\frac{1}{n+1}, \sigma_{n}=1-\frac{1}{n+3}$, and $\varepsilon_{n}=\frac{v}{3^{n}}$ for all $n \geq 0$. It is not hard to verify that all of the sequences above satisfy Condition 3.1.
Lemma 3.5. Let $T: H \rightarrow H$ be a nonexpansive mapping with $F(T) \neq \emptyset$ and let $\left(x_{n}\right)_{n \geq 0}$ be defined by Algorithm 1. Let $\left(\theta_{n}\right)_{n \geq 1} \subseteq[0, \theta]$ with $\theta \in[0,1)$ such that $\sum_{n=1}^{\infty} \theta_{n}\left\|x_{n}-x_{n-1}\right\|$ $<+\infty$. Assume that Condition 3.1 holds. Then $\left(x_{n}\right)_{n \geq 0}$ is bounded.
Proof. Let $n \in \mathbb{N}$ and $u \in F(T)$. Then, let us consider

$$
\begin{equation*}
\left\|y_{n}-u\right\|=\left\|x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right)-u\right\| \leq\left\|x_{n}-u\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\| \tag{3.10}
\end{equation*}
$$

By using (3.10), we get that

$$
\begin{align*}
\left\|z_{n}-u\right\| & =\left\|\left(1-a_{n}\right) T y_{n}-u\right\|=\left\|\left(1-a_{n}\right)\left(T y_{n}-u\right)-a_{n} u\right\| \\
& \leq\left(1-a_{n}\right)\left\|y_{n}-u\right\|+a_{n}\|u\| \\
& \leq\left(1-a_{n}\right)\left(\left\|x_{n}-u\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\|\right)+a_{n}\|u\| \\
& \leq\left(1-a_{n}\right)\left\|x_{n}-u\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\|+a_{n}\|u\| . \tag{3.11}
\end{align*}
$$

By using (3.11), it can be observed that

$$
\begin{align*}
& \left\|\sigma_{n} z_{n}-u\right\| \\
& =\left\|\sigma_{n}\left(z_{n}-u\right)+\left(\sigma_{n}-1\right) u\right\| \leq \sigma_{n}\left\|z_{n}-u\right\|+\left(1-\sigma_{n}\right)\|u\| \\
& \leq \sigma_{n}\left(1-a_{n}\right)\left\|x_{n}-u\right\|+\sigma_{n} \theta_{n}\left\|x_{n}-x_{n-1}\right\|+\sigma_{n} a_{n}\|u\|+\left(1-\sigma_{n}\right)\|u\| \\
& \leq\left(1-\left(1-\sigma_{n}\left(1-a_{n}\right)\right)\right)\left\|x_{n}-u\right\|+\left(1-\sigma_{n}\left(1-a_{n}\right)\right)\|u\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\| . \tag{3.12}
\end{align*}
$$

Using (3.12) for connecting, we will have

$$
\begin{align*}
& \left\|x_{n+1}-u\right\| \\
& =\left\|\sigma_{n} z_{n}+b_{n}\left(T \sigma_{n} z_{n}-\sigma_{n} z_{n}\right)+\varepsilon_{n}-u\right\| \\
& =\left\|\left(1-b_{n}\right)\left(\sigma_{n} z_{n}-u\right)+b_{n}\left(T \sigma_{n} z_{n}-u\right)+\varepsilon_{n}\right\| \\
& \leq\left(1-b_{n}\right)\left\|\sigma_{n} z_{n}-u\right\|+b_{n}\left\|T \sigma_{n} z_{n}-u\right\|+\left\|\varepsilon_{n}\right\| \leq\left\|\sigma_{n} z_{n}-u\right\|+\left\|\varepsilon_{n}\right\| \\
& \leq\left(1-\left(1-\sigma_{n}\left(1-a_{n}\right)\right)\right)\left\|x_{n}-u\right\|+\left(1-\sigma_{n}\left(1-a_{n}\right)\right)\|u\| \\
& \quad+\theta_{n}\left\|x_{n}-x_{n-1}\right\|+\left\|\varepsilon_{n}\right\| . \tag{3.13}
\end{align*}
$$

Applying Lemma 2.2 (1) to (3.13) via setting $1-\sigma_{n}\left(1-a_{n}\right)=\rho_{n},\left\|x_{n}-u\right\|=c_{n},\|u\|=$ $\lambda_{n}=k$, and $\theta_{n}\left\|x_{n}-x_{n-1}\right\|+\left\|\varepsilon_{n}\right\|=\epsilon_{n}$, then it allows $\left(x_{n}\right)_{n \geq 0}$ to be a bounded sequence.

Lemma 3.6. Let $T: H \rightarrow H$ be a nonexpansive mapping with $F(T) \neq \emptyset$ and let $\left(x_{n}\right)_{n \geq 0}$ be defined by Algorithm 1. Let $\left(\theta_{n}\right)_{n \geq 1} \subseteq[0, \theta]$ with $\theta \in[0,1)$ such that $\sum_{n=1}^{\infty} \theta_{n}\left\|x_{n}-x_{n-1}\right\|<$ $+\infty$. Assume that Condition 3.1 holds. Then $\left\|x_{n+1}-x_{n}\right\| \rightarrow 0$ as $n \rightarrow+\infty$.

Proof. We first note that

$$
\begin{align*}
\left\|y_{n}-y_{n-1}\right\| & =\left\|x_{n}-x_{n-1}+\theta_{n}\left(x_{n}-x_{n-1}\right)-\theta_{n-1}\left(x_{n-1}-x_{n-2}\right)\right\| \\
& \leq\left\|x_{n}-x_{n-1}\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\|+\theta_{n-1}\left\|x_{n-1}-x_{n-2}\right\| . \tag{3.14}
\end{align*}
$$

Using (3.14), we get that

$$
\begin{align*}
& \left\|z_{n}-z_{n-1}\right\| \\
& =\left\|\left(1-a_{n}\right) T y_{n}-\left(1-a_{n-1}\right) T y_{n-1}\right\| \\
& =\left\|\left(1-a_{n}\right)\left(T y_{n}-T y_{n-1}\right)-\left(a_{n}-a_{n-1}\right) T y_{n-1}\right\| \\
& \leq\left(1-a_{n}\right)\left\|T y_{n}-T y_{n-1}\right\|+\left|a_{n}-a_{n-1}\right|\left\|T y_{n-1}\right\| \\
& \leq\left\|y_{n}-y_{n-1}\right\|+\left|a_{n}-a_{n-1}\right| M_{1} \\
& \leq\left\|x_{n}-x_{n-1}\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\|+\theta_{n-1}\left\|x_{n-1}-x_{n-2}\right\|+\left|a_{n}-a_{n-1}\right| M_{1}, \tag{3.15}
\end{align*}
$$

where $M_{1}:=\sup \left\{\left\|T y_{n-1}\right\| \mid n \in \mathbb{N}\right\}$. By connecting (3.15) with the inequality below, we obtain that

$$
\begin{align*}
& \left\|\sigma_{n} z_{n}-\sigma_{n-1} z_{n-1}\right\| \\
& =\left\|\sigma_{n}\left(z_{n}-z_{n-1}\right)+\left(\sigma_{n}-\sigma_{n-1}\right) z_{n-1}\right\| \\
& \leq \sigma_{n}\left\|z_{n}-z_{n-1}\right\|+\left|\sigma_{n}-\sigma_{n-1}\right|\left\|z_{n-1}\right\| \\
& \leq \sigma_{n}\left\|x_{n}-x_{n-1}\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\|+\theta_{n-1}\left\|x_{n-1}-x_{n-2}\right\| \\
& \quad+\left|a_{n}-a_{n-1}\right| M_{1}+\left|\sigma_{n}-\sigma_{n-1}\right| M_{2}, \tag{3.16}
\end{align*}
$$

where $M_{2}:=\sup \left\{\left\|z_{n-1}\right\| \mid n \in \mathbb{N}\right\}$. By employing (3.16), we have the following:

$$
\begin{aligned}
& \left\|x_{n+1}-x_{n}\right\| \\
& =\left\|\left(1-b_{n}\right) \sigma_{n} z_{n}+b_{n} T \sigma_{n} z_{n}+\varepsilon_{n}-\left(\left(1-b_{n-1}\right) \sigma_{n-1} z_{n-1}+b_{n-1} T \sigma_{n-1} z_{n-1}+\varepsilon_{n-1}\right)\right\| \\
& =\|\left(1-b_{n}\right)\left(\sigma_{n} z_{n}-\sigma_{n-1} z_{n-1}\right)-\left(b_{n}-b_{n-1}\right) \sigma_{n-1} z_{n-1}+b_{n}\left(T \sigma_{n} z_{n}-T \sigma_{n-1} z_{n-1}\right) \\
& \quad+\left(b_{n}-b_{n-1}\right) T \sigma_{n-1} z_{n-1}+\left(\varepsilon_{n}-\varepsilon_{n-1}\right) \| \\
& \leq\left(1-b_{n}\right)\left\|\sigma_{n} z_{n}-\sigma_{n-1} z_{n-1}\right\|+\left|b_{n}-b_{n-1}\right|\left\|\sigma_{n-1} z_{n-1}\right\|+b_{n}\left\|T \sigma_{n} z_{n}-T \sigma_{n-1} z_{n-1}\right\| \\
& \quad+\left|b_{n}-b_{n-1}\right|\left\|T \sigma_{n-1} z_{n-1}\right\|+\left\|\varepsilon_{n}-\varepsilon_{n-1}\right\| \\
& \leq\left\|\sigma_{n} z_{n}-\sigma_{n-1} z_{n-1}\right\|+\left|b_{n}-b_{n-1}\right| M_{3}+\left\|\varepsilon_{n}-\varepsilon_{n-1}\right\| \\
& \leq \sigma_{n}\left\|x_{n}-x_{n-1}\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\|+\theta_{n-1}\left\|x_{n-1}-x_{n-2}\right\|+\left|a_{n}-a_{n-1}\right| M_{1} \\
& \quad+\left|\sigma_{n}-\sigma_{n-1}\right| M_{2}+\left|b_{n}-b_{n-1}\right| M_{3}+\left\|\varepsilon_{n}-\varepsilon_{n-1}\right\|
\end{aligned}
$$

$$
\begin{equation*}
=\left(1-\left(1-\sigma_{n}\right)\right)\left\|x_{n}-x_{n-1}\right\|+\left(1-\sigma_{n}\right) 0+\zeta_{n}, \tag{3.17}
\end{equation*}
$$

where $M_{3}:=\sup \left\{\left\|\sigma_{n-1} z_{n-1}\right\|+\left\|T \sigma_{n-1} z_{n-1}\right\| \mid n \in \mathbb{N}\right\}$ and

$$
\begin{aligned}
\zeta_{n}:= & \theta_{n}\left\|x_{n}-x_{n-1}\right\|+\theta_{n-1}\left\|x_{n-1}-x_{n-2}\right\|+\left|a_{n}-a_{n-1}\right| M_{1}+\left|\sigma_{n}-\sigma_{n-1}\right| M_{2} \\
& +\left|b_{n}-b_{n-1}\right| M_{3}+\left\|\varepsilon_{n}-\varepsilon_{n-1}\right\| .
\end{aligned}
$$

By applying Lemma 2.2 (2) and the Condition 3.1 to (3.17), we can conclude that $\left\|x_{n+1}-x_{n}\right\| \rightarrow 0$ as $n \rightarrow+\infty$.

Theorem 3.2. Let $T: H \rightarrow H$ be a nonexpansive mapping with $F(T) \neq \emptyset$ and let $\left(x_{n}\right)_{n \geq 0}$ be defined by Algorithm 1. Let $\left(\theta_{n}\right)_{n \geq 1} \subseteq[0, \theta]$ with $\theta \in[0,1)$ such that $\sum_{n=1}^{\infty} \theta_{n}\left\|x_{n}-x_{n-1}\right\|$ $<+\infty$. Assume that Condition 3.1 holds. Then, the sequence $\left(x_{n}\right)_{n \geq 0}$ converges strongly to $\hat{x}:=P_{F(T)}(0)$.

Proof. From Lemma 3.5, we have $\left(x_{n}\right)_{n \geq 0}$ is bounded. Since $F(T) \neq \emptyset, \mathrm{y}_{n}=x_{n}+$ $\theta_{n}\left(x_{n}-x_{n-1}\right)$ and $z_{n}=\left(1-a_{n}\right) T y_{n}$, so $\left(y_{n}\right)_{n \geq 0}$ and $\left(z_{n}\right)_{n \geq 0}$ are also bounded. Let $\hat{x}:=P_{F(T)}(0)$. Then $\hat{x} \in F(T)$. By using Lemma 2.1 (1), we get that

$$
\begin{aligned}
\left\|y_{n}-\hat{x}\right\|^{2} & =\left\|x_{n}-\hat{x}+\theta_{n}\left(x_{n}-x_{n-1}\right)\right\|^{2} \leq\left\|x_{n}-\hat{x}\right\|^{2}+2 \theta_{n}\left\langle y_{n}-\hat{x}, x_{n}-x_{n-1}\right\rangle \\
& \leq\left\|x_{n}-\hat{x}\right\|^{2}+\theta_{n}\left\|x_{n}-x_{n-1}\right\| L_{1},
\end{aligned}
$$

where $L_{1}:=\sup \left\{2\left\|y_{n}-\hat{x}\right\| \mid n \in \mathbb{N}\right\}$. Therefore, using (3.18), we get that

$$
\begin{align*}
\left\|z_{n}-\hat{x}\right\|^{2} & =\left\|\left(1-a_{n}\right) T y_{n}-\hat{x}\right\|^{2}=\left\|\left(T y_{n}-\hat{x}\right)-a_{n} T y_{n}\right\|^{2} \\
& =\left\|\left(1-a_{n}\right)\left(\frac{1}{\left(1-a_{n}\right)}\left(T y_{n}-\hat{x}\right)+\frac{-a_{n}}{\left(1-a_{n}\right)} T y_{n}\right)\right\|^{2} \\
& =\left(1-a_{n}\right)^{2}\left\|\frac{1}{\left(1-a_{n}\right)}\left(T y_{n}-\hat{x}\right)+\frac{-a_{n}}{\left(1-a_{n}\right)} T y_{n}\right\|^{2} \\
& =\left(1-a_{n}\right)^{2}\left(\frac{1}{\left(1-a_{n}\right)}\left\|T y_{n}-\hat{x}\right\|^{2}+\frac{-a_{n}}{\left(1-a_{n}\right)}\left\|T y_{n}\right\|^{2}+\frac{a_{n}}{\left(1-a_{n}\right)^{2}}\|\hat{x}\|^{2}\right) \\
& =\left(1-a_{n}\right)\left\|T y_{n}-\hat{x}\right\|^{2}-a_{n}\left(1-a_{n}\right)\left\|T y_{n}\right\|^{2}+a_{n}\|\hat{x}\|^{2} \\
& \leq\left\|y_{n}-\hat{x}\right\|^{2}+a_{n}\|\hat{x}\|^{2} \\
& \leq\left\|x_{n}-\hat{x}\right\|^{2}+\theta_{n}\left\|x_{n}-x_{n-1}\right\| L_{1}+a_{n}\|\hat{x}\|^{2} . \tag{3.19}
\end{align*}
$$

Employing (3.19) we obtain that

$$
\begin{align*}
\left\|\sigma_{n} z_{n}-\hat{x}\right\|^{2}= & \left\|\sigma_{n}\left(z_{n}-\hat{x}\right)+\left(\sigma_{n}-1\right) \hat{x}\right\|^{2} \\
= & \sigma_{n}^{2}\left\|z_{n}-\hat{x}\right\|^{2}+2 \sigma_{n}\left(1-\sigma_{n}\right)\left\langle-\hat{x}, z_{n}-\hat{x}\right\rangle+\left(1-\sigma_{n}\right)^{2}\|\hat{x}\|^{2} \\
\leq & \sigma_{n}\left(\left\|x_{n}-\hat{x}\right\|^{2}+\theta_{n}\left\|x_{n}-x_{n-1}\right\| L_{1}+a_{n}\|\hat{x}\|^{2}\right) \\
& +\left(1-\sigma_{n}\right)\left(2 \sigma_{n}\left\langle-\hat{x}, z_{n}-\hat{x}\right\rangle+\left(1-\sigma_{n}\right)\|\hat{x}\|^{2}\right) \\
\leq & \left(1-\left(1-\sigma_{n}\right)\right)\left\|x_{n}-\hat{x}\right\|^{2}+\left(1-\sigma_{n}\right)\left(2 \sigma_{n}\left\langle-\hat{x}, z_{n}-\hat{x}\right\rangle+\left(1-\sigma_{n}\right)\|\hat{x}\|^{2}\right) \\
& +\theta_{n}\left\|x_{n}-x_{n-1}\right\| L_{1}+a_{n}\|\hat{x}\|^{2} . \tag{3.20}
\end{align*}
$$

By using (3.20), it can be observed that

$$
\begin{align*}
\left\|x_{n+1}-\hat{x}\right\|^{2}= & \left\|\sigma_{n} z_{n}+b_{n}\left(T \sigma_{n} z_{n}-\sigma_{n} z_{n}\right)+\varepsilon_{n}-\hat{x}\right\|^{2} \\
= & \left\|\left(1-b_{n}\right)\left(\sigma_{n} z_{n}-\hat{x}\right)+b_{n}\left(T \sigma_{n} z_{n}-\hat{x}\right)+\varepsilon_{n}\right\|^{2} \\
\leq & \left\|\left(1-b_{n}\right)\left(\sigma_{n} z_{n}-\hat{x}\right)+b_{n}\left(T \sigma_{n} z_{n}-\hat{x}\right)\right\|^{2}+2\left\langle x_{n+1}-\hat{x}, \varepsilon_{n}\right\rangle \\
\leq & \left(1-b_{n}\right)\left\|\sigma_{n} z_{n}-\hat{x}\right\|^{2}+b_{n}\left\|T \sigma_{n} z_{n}-\hat{x}\right\|^{2}+\left\|\varepsilon_{n}\right\| L_{2} \\
\leq & \left\|\sigma_{n} z_{n}-\hat{x}\right\|^{2}+\left\|\varepsilon_{n}\right\| L_{2} \\
\leq & \left(1-\left(1-\sigma_{n}\right)\right)\left\|x_{n}-\hat{x}\right\|^{2}+\left(1-\sigma_{n}\right)\left(2 \sigma_{n}\left\langle-\hat{x}, z_{n}-\hat{x}\right\rangle+\left(1-\sigma_{n}\right)\|\hat{x}\|^{2}\right) \\
& +\theta_{n}\left\|x_{n}-x_{n-1}\right\| L_{1}+a_{n}\|\hat{x}\|^{2}+\left\|\varepsilon_{n}\right\| L_{2}, \tag{3.21}
\end{align*}
$$

where $L_{2}:=\sup \left\{2\left\|x_{n+1}-\hat{x}\right\| \mid n \in \mathbb{N}\right\}$. Next, we will prove that $\left\|T \sigma_{n} z_{n}-\sigma_{n} z_{n}\right\| \rightarrow 0$ as $n \rightarrow+\infty$. We observe that

$$
\begin{aligned}
\left\|T x_{n+1}-z_{n}\right\| & =\left\|T x_{n+1}-\left(1-a_{n}\right) T y_{n}\right\|=\left\|T x_{n+1}-T y_{n}+a_{n} T y_{n}\right\| \\
& \leq\left\|T x_{n+1}-T y_{n}\right\|+a_{n}\left\|T y_{n}\right\| \leq\left\|x_{n+1}-y_{n}\right\|+a_{n} M_{1}
\end{aligned}
$$

$$
\begin{align*}
& =\left\|x_{n+1}-x_{n}-\theta_{n}\left(x_{n}-x_{n-1}\right)\right\|+a_{n} M_{1} \\
& \leq\left\|x_{n+1}-x_{n}\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\|+a_{n} M_{1} \tag{3.22}
\end{align*}
$$

By using (3.22), we get that

$$
\begin{align*}
\left\|T \sigma_{n} z_{n}-\sigma_{n} z_{n}\right\|= & \left\|T \sigma_{n} z_{n}-T x_{n+1}+T x_{n+1}-\sigma_{n} z_{n}\right\| \\
\leq & \left\|T \sigma_{n} z_{n}-T x_{n+1}\right\|+\left\|T x_{n+1}-\sigma_{n} z_{n}\right\| \\
\leq & \left\|\sigma_{n} z_{n}-x_{n+1}\right\|+\left\|\left(1-\sigma_{n}\right) T x_{n+1}+\sigma_{n}\left(T x_{n+1}-z_{n}\right)\right\| \\
\leq & \left\|\sigma_{n} z_{n}-\left(\sigma_{n} z_{n}+b_{n}\left(T \sigma_{n} z_{n}-\sigma_{n} z_{n}\right)+\varepsilon_{n}\right)\right\| \\
& +\left(1-\sigma_{n}\right)\left\|T x_{n+1}\right\|+\sigma_{n}\left\|T x_{n+1}-z_{n}\right\| \\
\leq & b_{n}\left\|T \sigma_{n} z_{n}-\sigma_{n} z_{n}\right\|+\left\|\varepsilon_{n}\right\|+\left(1-\sigma_{n}\right) L_{3} \\
& +\left\|x_{n+1}-x_{n}\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\|+a_{n} M_{1} \tag{3.23}
\end{align*}
$$

where $L_{3}:=\sup \left\{\left\|T x_{n+1}\right\| \mid n \in \mathbb{N}\right\}$. It follows from (3.23), Condition 3.1 and Lemma 3.6 that

$$
\begin{align*}
& \left\|T \sigma_{n} z_{n}-\sigma_{n} z_{n}\right\| \\
& \leq \frac{1}{\left(1-b_{n}\right)}\left(\left\|\varepsilon_{n}\right\|+\left(1-\sigma_{n}\right) L_{3}+\left\|x_{n+1}-x_{n}\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\|+a_{n} M_{1}\right) \\
& \quad \rightarrow 0 \text { as } n \rightarrow \infty \tag{3.24}
\end{align*}
$$

From (3.24), we can conclude that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|T \sigma_{n} z_{n}-\sigma_{n} z_{n}\right\|=0 \tag{3.25}
\end{equation*}
$$

Next, we expect that the sequence $\left(x_{n}\right)_{n \geq 0}$ converges strongly to $\hat{x}$ which it is enough to show that

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty}\left\langle-\hat{x}, z_{n}-\hat{x}\right\rangle \leq 0 \tag{3.26}
\end{equation*}
$$

Let us assume on the contrary that (3.26) does not hold. Then, there exists a real number $r>0$ and a subsequence $\left(z_{n_{m}}\right)_{m \geq 1} \subseteq\left(z_{n}\right)_{n \geq 1}$ such that

$$
\left\langle-\hat{x}, z_{n_{m}}-\hat{x}\right\rangle \geq r>0, \quad \forall m \geq 1
$$

The boundedness of $\left(z_{n_{m}}\right)_{m \geq 1}$ implies that there is a subsequence $\left(z_{n_{m_{l}}}\right)_{l \geq 1}$ of $\left(z_{n_{m}}\right)_{m \geq 1}$ such that $z_{n_{m_{l}}} \rightharpoonup z \in H$ as $l \rightarrow+\infty$. Therefore,

$$
\begin{equation*}
0<r \leq \lim _{l \rightarrow+\infty}\left\langle-\hat{x}, z_{n_{m_{l}}}-\hat{x}\right\rangle=\langle-\hat{x}, z-\hat{x}\rangle . \tag{3.27}
\end{equation*}
$$

Since $\lim _{n \rightarrow+\infty} \sigma_{n}=1$, so we get that

$$
\begin{equation*}
\sigma_{n_{m_{l}}} z_{n_{m_{l}}} \rightharpoonup z \text { as } n \rightarrow \infty \tag{3.28}
\end{equation*}
$$

By (3.25), (3.28) and Lemma 2.3, it implies that $z \in F(T)$. Due to the assurances of Proposition 2.1 and Lemma 2.4, the inequality $\langle-\hat{x}, z-\hat{x}\rangle=\langle 0-\hat{x}, z-\hat{x}\rangle \leq 0$ is valid which causes a contradiction with (3.27). Therefore, it leads to the conclusion that (3.26) is true. And then, Condition 3.1 (4.1) ensures that

$$
\limsup _{n \rightarrow+\infty}\left(2 \sigma_{n}\left\langle-\hat{x}, z_{n}-\hat{x}\right\rangle+\left(1-\sigma_{n}\right)\|\hat{x}\|^{2}\right) \leq 0
$$

Finally, (3.21) and Lemma 2.2 (2) give us the desired result, that is, $\lim _{n \rightarrow+\infty} x_{n}=\hat{x}$. The proof is complete.

Remark 3.2. Let $\left\{\xi_{n}\right\}_{n \geq 1} \subseteq[0,+\infty)$ be the sequence such that $\sum_{n=1}^{\infty} \xi_{n}<+\infty$. Then, we define

$$
\tilde{\theta}_{n}= \begin{cases}\min \left\{\theta, \frac{\xi_{n}}{\left\|x_{n}-x_{n-1}\right\|}\right\}, & \text { if } x_{n} \neq x_{n-1} \\ \theta, & \text { otherwise }\end{cases}
$$

where $\left(x_{n}\right)_{n \geq 0}$ and $\theta$ are taken from Theorem 3.2. Next, if $\left(\theta_{n}\right)_{n \geq 1}$ is chosen from $\left[0, \tilde{\theta}_{n}\right]$ for all $n \in \mathbb{N}$, then it is not hard to verify that $\sum_{n=1}^{\infty} \theta_{n}\left\|x_{n}-x_{n-1}\right\|<+\infty$.

## 4. Applications to monotone inclusion problems

In this section, we will focus on applying Algorithm 1 to find a zero point of some monotone inclusion problems of three operators on the framework of real Hilbert spaces.

Let $\Psi: H \rightarrow 2^{H}$ be a multivalued operator, where $2^{H}$ stands for the power set of $H$. Then, the set of all zero points of $\Psi$ is defined by $\operatorname{zer}(\Psi):=\{z \in H \mid 0 \in \Psi z\}$ and the graph of $\Psi$ is denoted by $\mathrm{G}(\Psi):=\{(u, v) \in H \times H \mid v \in \Psi u\}$, respectively. Then, the multivalued operator $\Psi$ is said to be:
(A) monotone if
$\langle u-v, \tilde{u}-\tilde{v}\rangle \geq 0$ for all $(u, \tilde{u}),(v, \tilde{v}) \in \mathrm{G}(\Psi)$.
(B) $\gamma$-strongly monotone if there is $\gamma>0$ such that $\langle u-v, \tilde{u}-\tilde{v}\rangle \geq \gamma\|u-v\|^{2}$ for all $(u, \tilde{u}),(v, \tilde{v}) \in \mathrm{G}(\Psi)$.
(C) $\lambda$-cocoercive (or $\lambda$-inverse strongly monotone) if there is $\lambda>0$ such that $\langle u-v, \tilde{u}-\tilde{v}\rangle \geq \lambda\|\tilde{u}-\tilde{v}\|^{2}$ for all $(u, \tilde{u}),(v, \tilde{v}) \in \mathrm{G}(\Psi)$.
(D) maximal monotone if $\Psi$ is monotone and $\mathrm{G}(\Psi)$ is not properly contained in any graph of other multivalued monotone operator, that is, if $\Phi: H \rightarrow 2^{H}$ is a multivalued monotone operator such that $G(\Psi) \subseteq G(\Phi)$, then $G(\Psi)=G(\Phi)$.
In particular, if $\Psi: H \rightarrow H$ is a single-value operator, then the inequalities in (A), (B) and (C) reduce to:
(a) monotone if
$\langle u-v, \Psi u-\Psi v\rangle \geq 0$ for all $u, v \in H$.
(b) $\gamma$-strongly monotone if there is $\gamma>0$ such that $\langle u-v, \Psi u-\Psi v\rangle \geq \gamma\|u-v\|^{2}$ for all $u, v \in H$.
(c) $\lambda$-cocoercive (or $\lambda$-inverse strongly monotone) if there is $\lambda>0$ such that $\langle u-v, \Psi u-\Psi v\rangle \geq \lambda\|\Psi u-\Psi v\|^{2}$ for all $u, v \in H$.
Recall that for a multivalued operator $\Psi: H \rightarrow 2^{H}$, if we define $J_{\Psi}:=(I+\Psi)^{-1}$, then $J_{\Psi}: H \rightarrow 2^{H}$ is said to be the resolvent operator of $\Psi$. It is well known that if $\Psi: H \rightarrow 2^{H}$ is maximal monotone and $\eta>0$, then $J_{\eta \Psi}$ is single-valued and firmly nonexpansive.

We focus on the monotone inclusion problem of three operators as follows:

$$
\begin{equation*}
\text { find } x \in H \text { such that } 0 \in \Phi x+\Psi x+\Pi x \tag{4.29}
\end{equation*}
$$

where $\Phi, \Psi: H \rightarrow 2^{H}$ are maximal monotone operators and $\Pi: H \rightarrow H$ is a $\lambda$-cocoercive operator with $\lambda>0$.

In order to solve (4.29) by using Algorithm 1, we would like to mention some of the key tools below:
Proposition 4.2 (Davis and Yin [13, Proposition 2.1]). Let $F_{1}, F_{2}: H \rightarrow H$ be two firmly nonexpansive operators and $\Pi: H \rightarrow H$ be a $\lambda$-cocoercive operator with $\lambda>0$. Let $\eta \in(0,2 \lambda)$. Then operator

$$
T:=F_{1} \circ\left(2 F_{2}-I-\eta \Pi \circ F_{2}\right)+I-F_{2}
$$

is $\tau$-averaged with coefficient $\tau:=\frac{2 \lambda}{4 \lambda-\eta}<1$. In particular, the following inequality holds for all $u, v \in H$

$$
\|T u-T v\|^{2} \leq\|u-v\|^{2}-\frac{(1-\tau)}{\tau}\|(I-T) u-(I-T) v\|^{2}
$$

The set zer $(\Phi+\Psi+\Pi)$ can be changed the writing form relative to the set $F(T)$ where $T$ is obtained from Proposition 4.2 as follows:

Lemma 4.7 (Fixed point encoding [13, Lemma 2.2]). Let $\Phi, \Psi: H \rightarrow 2^{H}$ be maximal monotone operators and $\Pi: H \rightarrow H$ be an operator. Suppose that $\operatorname{zer}(\Phi+\Psi+\Pi) \neq \emptyset$. Then

$$
\operatorname{zer}(\Phi+\Psi+\Pi)=J_{\eta \Psi}(F(T)),
$$

where $T=J_{\eta \Phi} \circ\left(2 J_{\eta \Psi}-I-\eta \Pi \circ J_{\eta \Psi}\right)+\left(I-J_{\eta \Psi}\right)$ and $\eta>0$.
It can be observed that if $T=J_{\eta \Phi} \circ\left(2 J_{\eta \Psi}-I-\eta \Pi \circ J_{\eta \Psi}\right)+\left(I-J_{\eta \Psi}\right)$, then

$$
\begin{align*}
z_{n} & =\left(1-\alpha_{n}\right) T y_{n} \\
& =\left(1-\alpha_{n}\right)\left(J_{\eta \Phi} \circ\left(2 J_{\eta \Psi}-I-\eta \Pi \circ J_{\eta \Psi}\right)+\left(I-J_{\eta \Psi}\right)\right) y_{n} \\
& =J_{\eta \Phi}\left(2 J_{\eta \Psi}\left(y_{n}\right)-y_{n}-\eta \Pi J_{\eta \Psi}\left(y_{n}\right)\right)+y_{n}-J_{\eta \Psi}\left(y_{n}\right) . \tag{4.30}
\end{align*}
$$

On the other hand, we observe that

$$
\begin{align*}
& T \sigma_{n} z_{n}-\sigma_{n} z_{n} \\
& =\left(J_{\eta \Phi} \circ\left(2 J_{\eta \Psi}-I-\eta \Pi \circ J_{\eta \Psi}\right)+\left(I-J_{\eta \Psi}\right)\right) \sigma_{n} z_{n}-\sigma_{n} z_{n} \\
& =J_{\eta \Phi}\left(2 J_{\eta \Psi}\left(\sigma_{n} z_{n}\right)-\sigma_{n} z_{n}-\eta \Pi J_{\eta \Psi}\left(\sigma_{n} z_{n}\right)\right)+\sigma_{n} z_{n}-J_{\eta \Psi}\left(\sigma_{n} z_{n}\right)-\sigma_{n} z_{n} \\
& =J_{\eta \Phi}\left(2 J_{\eta \Psi}\left(\sigma_{n} z_{n}\right)-\sigma_{n} z_{n}-\eta \Pi J_{\eta \Psi}\left(\sigma_{n} z_{n}\right)\right)-J_{\eta \Psi}\left(\sigma_{n} z_{n}\right) . \tag{4.31}
\end{align*}
$$

Therefore, by employing Algorithm 1, the following algorithm can be constructed for solving (4.29) as follows:
(Algorithm 2)

$$
\left\{\begin{array}{l}
x_{0}, x_{1} \in H  \tag{4.32}\\
y_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right) \\
z_{n}=\left(1-a_{n}\right)\left(J_{\eta \Phi}\left(2 J_{\eta \Psi}\left(y_{n}\right)-y_{n}-\eta \Pi J_{\eta \Psi}\left(y_{n}\right)\right)+y_{n}-J_{\eta \Psi}\left(y_{n}\right)\right), \\
x_{n+1}=\sigma_{n} z_{n}+b_{n}\left(J_{\eta \Phi}\left(2 J_{\eta \Psi}\left(\sigma_{n} z_{n}\right)-\sigma_{n} z_{n}-\eta \Pi J_{\eta \Psi}\left(\sigma_{n} z_{n}\right)\right)-J_{\eta \Psi}\left(\sigma_{n} z_{n}\right)\right)+\varepsilon_{n}
\end{array}\right.
$$

for all $n \geq 1$, where $\eta \in(0,2 \lambda)$.
Theorem 4.3. Let $\Phi, \Psi: H \rightarrow 2^{H}$ be two maximal monotone operators and $\Pi: H \rightarrow H$ be $\lambda$-cocoercive with $\lambda>0$. Suppose that $\operatorname{zer}(\Phi+\Psi+\Pi) \neq \emptyset$. Let $\left(\theta_{n}\right)_{n \geq 1}$ be a sequence in $[0, \theta]$ with $\theta \in[0,1)$ and $\eta \in(0,2 \lambda)$. Let $\left(x_{n}\right)_{n \geq 0},\left(y_{n}\right)_{n \geq 1}$ and $\left(z_{n}\right)_{n \geq 1}$ be generated by Algorithm 2. Assume that $\sum_{n=1}^{\infty} \theta_{n}\left\|x_{n}-x_{n-1}\right\|<+\infty$ and the Condition 3.1 hold. Then the following statements are true:
(1) $\left(x_{n}\right)_{n \geq 0},\left(y_{n}\right)_{n \geq 1}$ and $\left(z_{n}\right)_{n \geq 1}$ converge strongly to $\hat{x}:=P_{F(T)}(0)$, where $T:=J_{\eta \Phi} \circ\left(2 J_{\eta \Psi}-I-\eta \Pi \circ J_{\eta \Psi}\right)+\left(I-J_{\eta \Psi}\right)$.
(2) $\left(J_{\eta \Psi}\left(y_{n}\right)\right)_{n \geq 1}$ and $\left(J_{\eta \Psi}\left(\sigma_{n} z_{n}\right)\right)_{n \geq 1}$ converge strongly to $J_{\eta \Psi}(\hat{x}) \in \operatorname{zer}(\Phi+\Psi+\Pi)$.

Proof. (1) Let $\left(x_{n}\right)_{n \geq 0}$ be generated by Algorithm 2. By Proposition 4.2, we get $T$ is nonexpansive. By applying Theorem 3.2, we have the sequence $\left(x_{n}\right)_{n \geq 0}$ strongly converges to $\hat{x}:=P_{F(T)}(0)$ as $n \rightarrow+\infty$. Since $x_{n} \rightarrow \hat{x}$ and $y_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right)$, so it is not hard to see that $y_{n} \rightarrow \hat{x}$. Finally, from $\alpha_{n} \rightarrow 0$, the continuity of $T$ and $y_{n} \rightarrow \hat{x}$, we get that $z_{n}=\left(1-\alpha_{n}\right) T y_{n} \rightarrow T \hat{x}=\hat{x}$.
(2) By the first part, we know that $y_{n} \rightarrow \hat{x}$ and since $\sigma_{n} \rightarrow 1$ and $z_{n} \rightarrow \hat{x}$, so $\sigma_{n} z_{n} \rightarrow \hat{x}$. Then, the continuity of $J_{\eta \Psi}$ and Lemma 4.7 allows us to get that $J_{\eta \Psi}\left(y_{n}\right), J_{\eta \Psi}\left(\sigma_{n} z_{n}\right) \rightarrow$ $J_{\eta \Psi}(\hat{x}) \in J_{\eta \Psi}(F(T))=\operatorname{zer}(\Phi+\Psi+\Pi)$.

If we put $\Psi \equiv 0$ in Theorem 4.3, then $J_{\eta \Psi}(x)=(I+\eta \Psi)^{-1}(x)=(I+0)^{-1}(x)=I(x)$ for all $x \in H$ and

$$
\begin{aligned}
T & =J_{\eta \Phi} \circ\left(2 J_{\eta \Psi}-I-\eta \Pi \circ J_{\eta \Psi}\right)+\left(I-J_{\eta \Psi}\right) \\
& =J_{\eta \Phi} \circ(2 I-I-\eta \Pi \circ I)+(I-I) \\
& =J_{\eta \Phi} \circ(I-\eta \Pi) .
\end{aligned}
$$

By applying Lemma 4.7, it yields zer $(\Phi+\Pi)=F(T)$. These will give rise to the following corollary.
Corollary 4.1. Let $\Phi: H \rightarrow 2^{H}$ be a maximal monotone operator and $\Pi: H \rightarrow H$ be $\lambda$-cocoercive with $\lambda>0$ and zer $(\Phi+\Pi) \neq \emptyset$. Let $\left(x_{n}\right)_{n \geq 0}$ be generated by the following
(Algorithm 3)

$$
\left\{\begin{array}{l}
x_{0}, x_{1} \in H \\
y_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right) \\
z_{n}=\left(1-a_{n}\right) J_{\eta \Phi}\left(y_{n}-\eta \Pi y_{n}\right) \\
x_{n+1}=\left(1-b_{n}\right) \sigma_{n} z_{n}+b_{n} J_{\eta \Phi}\left(\sigma_{n} z_{n}-\eta \Pi \sigma_{n} z_{n}\right)+\varepsilon_{n}
\end{array}\right.
$$

for all $n \geq 1$, where $\eta \in(0,2 \lambda)$ and $\left(\theta_{n}\right)_{n \geq 1} \subseteq[0, \theta]$ with $\theta \in[0,1)$. Assume that $\sum_{n=1}^{\infty} \theta_{n}\left\|x_{n}-x_{n-1}\right\|<+\infty$ and the Condition 3.1 hold. Then, the sequence $\left(x_{n}\right)_{n \geq 0}$ converges strongly to $P_{\operatorname{zer}(\Phi+\Pi)}(0)$.

## 5. Applications to image restoration problems and their numerical EXPERIMENTS

In this section, we utilize the proposed algorithm to address image restoration challenges, encompassing tasks such as image deblurring and denoising. Our primary focus lies in employing a degradation model that faithfully reflects real-world image restoration problems, or, at the very least, offers the most pertinent mathematical approximations for such problems.

$$
\begin{equation*}
y=\Gamma x+w \tag{5.33}
\end{equation*}
$$

where $y$ represents the corrupted image, $\Gamma$ stands for the degradation operator (or blurring operator), $x$ denotes the pristine image, and $w$ represents the noise operator.

To obtain the reconstructed image, we solve the following regularized least-squares problem:

$$
\begin{equation*}
\min _{x}\left\{\frac{1}{2}\|\Gamma x-y\|_{2}^{2}+\tau \phi(x)\right\} \tag{5.34}
\end{equation*}
$$

where the regularization parameter is represented by $\tau>0$, and $\phi(\cdot)$ stands for the regularization function. A well-established regularization technique often used to reduce noise in restoration problems is the $l_{1}$ norm, commonly known as Tikhonov regularization [36]. The problem described in equation (5.34) can be formulated as follows:

$$
\begin{equation*}
\text { find } x \in \underset{x \in \mathbb{R}^{k}}{\arg \min }\left\{\frac{1}{2}\|\Gamma x-y\|_{2}^{2}+\tau\|x\|_{1}\right\} \tag{5.35}
\end{equation*}
$$

where the variable $y$ denotes the corrupted image, and $\Gamma$ represents a bounded linear operator. It's worth highlighting that problem (5.35) can be viewed as a specific case of problem (1.3) when configured with the following settings: $\Phi=\partial f(\cdot), \Psi=0$, and $\Pi=\nabla L(\cdot)$. Here, $f(x)=\|x\|_{1}, \tau=0.001$, and $L(x)=\frac{1}{2}\|\Gamma x-y\|_{2}^{2}$. With this setup, it can be deduced that $\Pi(x)=\nabla L(x)=\Gamma^{*}(\Gamma x-y)$, where $\Gamma^{*}$ represents the transpose of $\Gamma$. To initiate the problem-solving process, we begin by selecting images and subjecting them to different blurring techniques. By employing the setup specified in Corollary 4.1, we utilize Algorithm 3 to address problem (5.35) under the following conditions: $\alpha_{n}=$ $\frac{1}{(10 n+1)^{2}}, \beta_{n}=0.97+\frac{1}{(n+100)^{2}}, \sigma_{n}=1-\frac{1}{100 n+1}, \varepsilon_{n}=0$ and $\theta_{n}$ is defined by

$$
\theta_{n}= \begin{cases}\min \left\{\frac{70 n-9}{100 n}, \frac{1}{(n+1)^{2}\left\|x_{n}-x_{n-1}\right\|}\right\}, & \text { if } x_{n} \neq x_{n-1}  \tag{5.36}\\ \frac{70 n-9}{100 n}, & \text { otherwise }\end{cases}
$$

We compare our proposed algorithm with the algorithm (AU2020) presented in [4, Algorithm in Corollary 2], and the algorithm (KKMS2019) introduced by Kitkuan et al. [17].

For the AU2020, we choose the following parameter values: $\alpha_{n}=0.97+\frac{1}{(n+100)^{2}}$, $\sigma_{n}=1-\frac{1}{100 n+1}$, and $\lambda_{n}=0.7$. Concerning the KKMS2019, we select the following parameter values: $\varsigma_{n}=\theta_{n}, \alpha_{n}=\frac{1}{10 n+1}, \lambda_{n}=0.7$, and $h(x)=\frac{x^{2}}{12}$. To assess the quality of the reconstructed image, we gauge it using the signal to noise ratio (SNR) for images, which is defined as follows:

$$
\operatorname{SNR}(n)=20 \log _{10} \frac{\|x\|_{2}^{2}}{\left\|x-x_{n}\right\|_{2}^{2}}
$$

where $x$ and $x_{n}$ represent the original and the restored image at iteration $n$, respectively.
All experiments were conducted using MATLAB 9.19 (R2022b) and performed all computations on a MacBook Pro 14-inch 2021 with an Apple M1 Pro processor and 16 GB memory. The numerical results corresponding to the selections mentioned above are presented in the following figures.


Figure 1. (A) displays the original image 'Historical Park,' while (B) presents the images degraded by Gaussian blur. (C), (D), and (E) depict the reconstructed images obtained using KKMS2019, AU2020, and Algorithm 3, respectively.

(A) Sunflower


FIGURE 2. (A) displays the original image 'Sunflower,' while (B) presents the images degraded by motion blur. (C), (D), and (E) depict the reconstructed images obtained using KKMS2019, AU2020, and Algorithm 3, respectively.


FIGURE 3. The figures illustrate the behavior of the signal to noise ratio (SNR) for three algorithms in Figure 1.


FIGURE 4. The figures illustrate the behavior of the signal to noise ratio (SNR) for three algorithms in Figure 2.

TAbLE 1. The signal to noise ratio (SNR) is evaluated for two images to assess their performance.

| Historical Park | Sunflower |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | KKMS2019 | AU2020 | Algorithm 3 |  | KKMS2019 |  |  |
|  | Algorithm 3 |  |  |  |  |  |  |
|  | 36.5176 | 41.2997 | 39.4942 |  | 21.6616 | 22.5250 | 22.4580 |
| 10 | 42.9012 | 43.4347 | 43.6027 |  | 24.8251 | 24.9899 | 26.0268 |
| 20 | 43.7624 | 44.0617 | 44.2719 |  | 26.4078 | 26.5469 | 27.8841 |
| 50 | 44.6071 | 44.7894 | 44.9965 |  | 29.0489 | 29.2146 | 30.6414 |
| 100 | 45.1287 | 45.2720 | 45.4668 |  | 31.1685 | 31.3474 | 32.7318 |
| 200 | 45.5866 | 45.7068 | 45.8718 |  | 33.2680 | 33.4526 | 34.7679 |
| 300 | 45.8229 | 45.9319 | 46.0464 |  | 34.4659 | 34.6502 | 35.7912 |



Figure 5. Behaviors of the behavior of the signal to noise ratio (SNR) for three algorithms in Figure 2.

Figure 5 shows the behavior of the signal to noise ratio (SNR) with respect to the computational running time in seconds. It can be seen that Algorithm 3 consistently exhibits a higher SNR value compared to others within the same time frame. Our algorithm has showcased remarkable performance in image restoration, surpassing other algorithms, as substantiated by the experimental findings.

## 6. CONCLUSION

We proposed and studied an inertial Krasnosel'skiǐ-Mann iterative algorithm with stepsize parameters involving nonexpansive mapping as in Algorithm 1. We proved under weak scalar conditions that the newly developed tool in the form of Algorithm 1 converges strongly to the fixed point of a nonexpansive mappping $T$ which is the nearest point to zero, that is, the fixed point in the form $\hat{x}=P_{F(T)}(0)$ (see Theorem 3.2). In order to see the advantages and benefits of using the newly invented tool in the form of Algorithm 1, we use Algorithm 2 (a product of Algorithm 1) to find a zero point of the monotone inclusion problem of three operators (4.29) (see Theorem 4.3). Additionally, the image restoration problem (5.35) can be solved by employing Algorithm 3 (a product of Algorithm 2) (see Corollary 4.1). Furthermore, by showing numerical outcomes under various conditions, we can confirm the positive effects of our new approach. These results clearly show that our method has greater advantages than its previous iteration, as shown by the superior performance displayed in the numerical analysis.
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